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被迫去读, 不读会被组长的眼神杀死

-----------------------------
第三版 的 草稿已经出来了。https://web.stanford.edu/~jurafsky/slp3/
还是看新版比较好！

-----------------------------
Sorcery ：computational linguistics
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NLP入门经典
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本书是斯坦福的自然语言处理课程的教材。
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已下载电子版
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大而全

-----------------------------
大而全
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比较清楚、明了

-----------------------------
@rangerD推荐的书, 看起来很厉害但是好厚= = 即使挑着读也不知够不够时间啃...

-----------------------------
这本书比较早了，因此只翻了一些章节，比如Spellchecker的讲解，因此不做过多评价
。

-----------------------------
语言研究
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必读书
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书评

内容涵盖很广，但是在实践应用方面没有太多的笔墨。特别是后面讲语义处理的几章，
只有方法的介绍，当然这还和这些领域的不成熟有关。由于包括了几乎所有和自然语言
处理相关的方方面面，所以在具体讲述这些东西的时候不是很细致。比如对于如何发现
词的搭配这个问题，《统计自然...  

-----------------------------
开篇第一句话：“在Stanley
Kubrick的2001年的电影《太空奥德赛》中，有一台称为HAL的9000计算机。”
据说这一版翻译的还可以，但是第一句话就能把人晕翻了。如果译者当时把译文多给几
个人看一下也不会出现这种低级错误。
重新翻一下：“在斯坦利库布里克的电影《2001太空漫游...  

-----------------------------
这本书的深度和宽度控制得当，适合对计算语言学和NLP各个领域都有初步的认识。来
自CU Boulder的作者的组是VerbNet, Propbank和FrameNet整合者。
对于新入门的NLPer, 请务必到作者的个人主页看第三版！
[https://web.stanford.edu/~jurafsky/slp3/] 它大幅删减了对目前NLP意义没...  

-----------------------------
这本书的英文版已经出到第三版了。而且是Stanford CS124
课程([http://web.stanford.edu/class/cs124/])用的参考书籍。
中文版的没读过，英文版的读过几章，结合 CS124
课程来看，对NLP中的基本概念的理解是非常有帮助(入门级)，对数学和计算机的基础
还是有一些要求的，个人觉...  

-----------------------------
一本不错的NLP教科书。这里有一篇书评，是评论此书和一本德语的计算语言学教科书
的。各位如有兴趣可看看。http://lingviko.net/clcomp.pdf  

-----------------------------
书确实介绍了自然语言处理的方方面面，但是我个人读这本书却觉得非常的难受，不吐
不快。
按理说这本书应该是可以面向初学者，当做教材使用的。而且这本书确实也是我们自然
语言处理课程老师推荐的阅读教材。然而读起来我却觉得特别的难。
倒不是这本书的内容有多么的艰深，事实...  



-----------------------------
很不错的一本书，作者很权威，内容很全面，深度适当。
也许对某些问题不是非常的深入，但是几乎囊括了自然语言处理的方方面面。
做搜索引擎、信息检索方面的同志也可以了解下。  

-----------------------------

-----------------------------
书的前面几章节很有启发性,但是后面几章理论偏多,实用性的东西稍有欠缺.总体来说还
是一本难得的好书.
还有这本书设计了太多的内容,没法在这几百页里面说清楚也是必然,书后的参考文献,乖
乖,好多,绝对是好东西.  
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